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It is a grand commonplace of contemporary politics that the technological manipulation of life requires normative oversight.  Whether in research with old or new living entities, the delivery of novel medical therapies, or the marketing of new biological products and services, there is a widening consensus on the need for public supervision and the establishment of limits beyond which invention—and its utilitarian offshoot, intervention—should not proceed unchallenged.  Far from being the end of the matter, however, the global search for limits has engendered considerable doubt and uncertainty about the best ways forward in controlling the biosciences and biotechnologies.  There are as yet no universal principles governing biolaw.  Striking differences have arisen even among technologically advanced Western nations (Jasanoff 2005).  In part, those differences can be traced to disparate institutional and political histories of public support for science and technology.  Those histories in turn are embedded in divergent understandings of the right relations among the four major players in the politics of science and technology:  science, society, state and market.

This article positions the dominant trends in US biolaw within a wider-ranging analysis of US science and technology policy as negotiated among those four actors.  A world leader in the invention and commercialization of biotechnology, the United States was also an early and influential promoter of controls on research and development in genetics and genomics.  US law is frequently cited as the paradigm example of how to allow an emerging technology to flourish while keeping its possible excesses under check.  By contrast, European approaches have sometimes been criticized for too much precaution, holding back important advances in medical and agricultural technologies (Bernauer 2003; Paarlberg 2008).  Many other parts of the world remain in states of suspended animation, unsure whether to follow the US or the European model, or to devise rules tailored to their own circumstances.  The uptake of biotechnology in American law thus holds interest not only in itself, as a significant national case, but also as a starting point for reflecting on the roads taken and not taken in arriving at America’s distinctive normative settlements.

Legal concepts and rules for emerging technologies do not, of course, arise from nowhere.  Just as new technological developments build on prior discoveries, so too law and regulation ground themselves in normative experience.  However “new” the issues that the law confronts, there are always precedents and policies that constrain the field of legal choice, whether through established problem framings, preexisting rules and decisions, entrenched institutional practices, or in some cases outright prohibitions.  In exploring the US case, this article first lays out the key background assumptions that shaped 20th century US science and technology policy.  It then shows how that policy context influenced biolaw and bioethics along three axes of emergence:  regulation, commodification, and ethicization.

A Social Contract for Science:  1950-1980

The founders of the United States were children of the Enlightenment and as such they recognized and deeply respected the value of scientific knowledge.  The US Constitution mentions science only once, but in a clause that contains the seeds of a national science and technology policy.  Article 1, Section 8, Clause 8 provides that Congress may legislate “To promote the progress of Science and useful Arts, by securing for limited Times to Authors and Inventors the exclusive Right to their respective Writings and Discoveries.”  In one stroke, the Patent and Copyright Clause designated the advancement of science as a national priority, identified utility as a public good, and sanctioned the use of private intellectual property rights as an instrument for realizing that benefit.  The 1790 Patent Act, drafted by Thomas Jefferson pursuant to constitutional authorization and virtually unchanged since his day, remains a cornerstone of US science and technology policy.

From the 19th century onward, the US federal government built the nation’s technological capacity by concentrating on what we might today term information infrastructures.  After the Civil War, institutions such as the National Weather Service, the US Geological Survey and the National Bureau of Standards (subsequently the National Institute of Science and Technology) were formed to provide reliable sources of useful data for economic and military purposes across the country.  These standardizing moves were less concrete than the federal highway and postal systems, but no less significant for purposes of nation-building.  Wars inevitably increased the perception of national technological need and heightened the pubic commitment to promoting science and technology.  The 1862 Morrill Land Grant Act, for example, created a system of land-grant colleges whose express purpose was to encourage nationwide training in agricultural sciences, mechanical engineering and other practical professions to serve a rapidly industrializing society.  The First World War saw increased federal spending on defense technologies, but a conceptual watershed came with the Second World War and its apocalyptic legacy, the atomic bomb produced by the Manhattan Project.

In 1945, Vannevar Bush, President Franklin D. Roosevelt’s trusted science adviser, presented to Roosevelt’s successor, Harry Truman, a blueprint for regularizing the nation’s peacetime investments in science and technology.  Bush (1945) saw the numerous winning technological breakthroughs of the war, including the bomb itself, as products of the timely application of theoretical knowledge.  Much of that knowledge, however, had come to the United States by a lucky chance, through the mass immigration of scientists from continental Europe, where state programs had long promoted systematic scientific inquiry.  In the future, the United States could not count on colossal mistakes such as Hitler’s Germany to wash urgently needed science to America’s welcoming shores.  Scientific skills and knowledge would have to be grown at home.  It was time, Bush’s report argued, for a comprehensive federal policy to ensure that science would be there to be drawn upon whenever, and from whatever cause, the nation’s well-being was threatened again.

Central to Bush’s vision was the idea of “basic science,” a form of inquiry driven by scientists’ desire to solve problems rather than by externally imposed mandates from state or commerce.  Scientists of the postwar generation were especially aware of risks to their enterprise from too close a coupling with political interests.  Nazi Germany and Soviet Russia offered horrific cautionary examples.  Moreover, many scientists who had enthusiastically worked on the bomb project during the war turned away from the prospect of a permanent alliance with national defense, weapons of mass destruction, and the regimes of secrecy they entailed.  How then to safeguard the freedom of science, which scientists were loathe to compromise, while ensuring its utility, which the state had a right to demand in return for public support?  The concept of basic science offered a seemingly happy compromise.  Federal grants would be made available for research unconstrained by overt military, political or economic interests; that is, scientists would retain control over setting their own research agendas.  In return, science would generate an unending stream of useful knowledge and skilled manpower to serve the nation at need.
  This policy of exchanging taxpayer money for discovery and personnel formed the backbone of America’s postwar social contract for science.

Governance under Contract
Any contract depends on a background social order to give meaning and vitality to its terms.  The US social contract for science is no exception, though it has rarely been discussed in these terms.  Its validity and effectiveness spring from certain unspoken but powerful assumptions about how abstract knowledge is converted to beneficial applications and how each stage in that conversion process should ideally be governed.

The Bush report’s understanding of how science transmutes into technology has often been called the linear model (Pielke 2007).  It conceives of discovery, invention and commercialization as discrete, sequential activities, following each other as if by natural law.  Only the first step, that of knowledge creation, seems to need special tending by the state, since knowledge does not arise in a vacuum; Athena, goddess of wisdom, famously grew to adulthood within the sheltering body of Zeus.  Consequently, postwar policy discourse focused almost exclusively on state support for science, a potentially scarce resource, to the exclusion of technology.  This was a curious omission given that public expenditures on science during the war were largely aimed at converting scientific knowledge into technology.  It took a vast, state-sponsored mobilization of human and material resources to produce World War II’s signature technological achievement, nuclear weaponry.  This was the most dramatic manifestation the world had yet seen of an all-out national technology policy.  Yet, in concluding that it was fundamental research that needed support, the Bush report left markedly open-ended how technologies would emerge from upstream investments in science.  The recommendation that basic science should be publicly funded passed over in virtual silence the possible need for an accompanying national technology policy. 
Looking behind those silences with decades of hindsight allows us to discern the tacit notions of governance—or, perhaps more accurately, non-governance—that underpinned the first US social contract for science.  At the front-end of the pipeline, in the domain of basic research, there was little perceived need for state involvement.  Science was given almost complete independence to manage its affairs, not only to choose its priorities and define its methods but also to regulate the conduct of research.  This was in keeping with a widely held view that science, through its capacity for disinterested criticism and because of its ultimate accountability to nature, is a perfectly self-regulating enterprise (Merton 1942; Polanyi 1962).  Science’s in-built professional commitment, after all, is to produce the truth and its internal processes were devised over several centuries to advance that goal.  The government accordingly did not feel obliged to exercise independent quality control, assuming that long-established practices of peer review would keep scientists honest and ensure the progress of research along productive lines.

Further down the pipeline, where science’s applications give rise to technological products, explicit policy guidance again seemed unwarranted.  Markets, it was assumed, would largely determine which technological pathways would be followed and which not.  The private sector was expected to ascertain for itself when scientific ideas were ripe for the picking and which science-based products and services were likely to find willing consumers.  If companies guessed right, the profits would be theirs; if they misjudged the market, or their capacity to satisfy demand, then the risk would likewise be theirs to shoulder, without assistance from the state.  Any attempt to steer the course of technology development looked within the framework of American economic liberalism like an impermissible intrusion by the state into the market.      

Policymakers recognized a compelling need for action only when products were on the verge of delivery to consumers or, in the case of medical technologies, to patients.  Here, in the transition from lab to market or bench to bedside, things could go wrong in ways that timely governmental action might have foreseen and prevented.  It was clearly the state’s duty to manage the risks of unintended technological failure, in part through quality control measures and in part by ensuring that lack of information or other imbalances did not put consumers at a disadvantage in relation to economically powerful producers.  Only the state, moreover, had the capacity to set and enforce standards for health, safety and the environment.  Law thus came into play primarily at the end of the linear pipeline, following the phases of scientific inquiry and early technological choice.

Both scientific research and product development, then, were imagined as naturally self-governing enterprises under the original vision of the social contract.  State control of either was seen as something to avoid, more likely to inhibit or distort beneficial outcomes than to produce desirable ends.  Risk became the primary analytic vehicle, as well as the most politically acceptable justification, for state control of the innovative process.  In these early years, the risks that most concerned the American public and drew forth the most sustained policy responses were tangible, often uninsured or uninsurable impacts, such as possible catastrophic harm to health, safety and the environment.  The broader constitutive effects of technology as a means of enabling and constraining society went almost entirely unnoted by policy practitioners in this period (Winner 1986; Jasanoff 2006)       

Modifying the Contract:  1980-2010 

From the 1950s to the 1980s, American science policy displayed little awareness of the omissions and simplifications of the linear model.  The establishment of the National Science Foundation (NSF) in 1950 realized the central recommendation of the Bush report:  that public funding should be provided for basic science.  Federal science and technology policy remained wedded for decades to its three founding principles:  scientific autonomy; unregulated technological choice; regulation chiefly to manage risks.  By 1980, however,  fundamental changes were taking place across many sectors of science and engineering, building toward what has been called the second industrial revolution.  A number of developments combined to bring about a reassessment of the social contract’s guiding assumptions, and hence also of the state’s role in science and technology policy.  Ronald Reagan’s election to the presidency in 1980 provides a convenient point from which to trace the beginnings of a changed understanding whose overall effect was to reduce the space of scientific autonomy and to make both science and the state more accountable to the market. 

The assumption that technological innovation proceeds without state intervention was from the start something of a convenient fiction.  Without articulating a comprehensive or coherent vision, the postwar executive branch emerged as an increasingly important patron and consumer of technology.  Military spending on research and development, necessarily targeted to technological applications, consumed the lion’s share of the budget for research and development.  Non-military spending, too, often had technological endpoints in view; indeed, a high percentage of government funding is regularly funneled into industrial research.  The civilian science budget includes a swelling component for biomedical research through the National Institutes of Health (NIH), whose annual allocations dwarf those of NSF.  Though NIH sponsors basic research, its politically appointed directors have always understood that budget justifications must be made to Congress in terms of new cures for disease.  Additionally, various cabinet departments, including energy and education, mount research programs of a more mission-oriented character.  Independent agencies such as the Environmental Protection Agency (EPA), created in 1970, augment the portfolio of federally sponsored research.  Supplementing these efforts are occasional massive technological projects initiated by presidential decree to address urgent national goals  These programs often become institutionalized in their own right:  the Apollo mission launched under John F. Kennedy gave enduring prominence to the post-Sputnik National Aeronautics and Space Administration; the War on Cancer under Richard Nixon strengthened and enlarged the NIH’s National Cancer Institute; and the Human Genome Project under Bill Clinton gave rise to the National Human Genome Research Institute.

By the first decade of the 21st century, US expenditures on research and development substantially exceeded those of any other industrial nation, constituting around 2.6 percent of GDP (gross domestic product), with the share of public funds accounting for around 1 percent of GDP.  As state expenditures on science grew, so too did political demands on science.  Congress, claiming to act on the public’s behalf, became increasingly interested in charting where public funds were going, whether they were being well spent, and if science was living up to the bargain struck in the shattering aftermath of the bomb.  Three sets of developments shook the foundations of the first social contract, prompting the federal government to reconsider its earlier non-directive attitude toward technological development and the governance of science.  Each of these shifts, as we will see below, had significant impacts on trends in biolaw.

  Questions about science’s capacity for self-regulation arose from two independent contexts.  The first related to expert advice.  From the early 1970s onward, critics repeatedly challenged the scientific basis for federal regulatory decisions, charging key agencies such as the EPA and the Occupational Safety and Health Administration with bias in the selection of advisers, incompetence in handling data and statistics, and inadequacies in peer review.  These charges problematized the issue of agency expertise while greatly expanding the array of scientific advisory committees designed to keep regulatory decisions on a sound scientific footing (Jasanoff 1990).  University-based researchers across a wide spectrum of the sciences thus were drawn into closer relations with government policymakers and their missions, thereby prejudicing to some extent their institutional claims of disinterestedness.

Another set of questions set in with a spate of fraud allegations during the 1980s, many centering on biomedical research.  Occurring at some of the nation’s most prestigious institutions, these episodes, though relatively few in number, achieved high political visibility, provoking Congressional hearings and heightened oversight by university authorities.  A case involving possible misconduct in the MIT laboratory of the Nobel laureate molecular biologist David Baltimore proved especially damaging to research in the life sciences, though Baltimore himself was exonerated of wrongdoing (Kevles 1998).  More generally, such events called attention to defects in the filter of peer review, which had traditionally served as the foundation for science’s institutional claims to self-governance (Guston 2000).  They also strengthened demands for new and tougher conflict of interest guidelines designed to prevent economically motivated fraud and bias.  Much energy focused on trying to draw sharp lines between permissible and impermissible relationships between university-based, basic research scientists and profit-driven technology companies.

A second shift called into question Congress’s early laissez-faire policy toward fostering links between science and technology.  At issue was the political credibility of public investments in basic science.  By definition, basic science was driven by scientists’ curiosity rather than the promise of immediate returns.  Yet, politicians in Congress wanted tangible evidence that innovation was proceeding at an adequate pace.  Under these circumstances, patents awarded to researchers offered one readily available indicator of public benefit.  A central criterion of patentability under the US Patent Act is that a claimed invention must have utility (i.e., potentially useful applications).  By acquiring patents, scientists could therefore demonstrate that their research was within striking distance of producing payoffs for society.  The 1980 Bayh-Dole Act mandated that institutions receiving federal funds for research should patent resulting discoveries, make active efforts to commercialize inventions, and share royalties with inventors.  The law immediately increased the value of basic research in technology developers’ eyes, giving rise to a characteristically American venture capital industry ready to invest in start-up companies based on university research (Jasanoff 1985; OTA 1984).  Countering worries about scientific fraud and conflicts of interest, the Bayh-Dole Act greatly intensified the entanglement between universities and industry in the biotech sector and pushed the most successful research scientists into becoming commercial entrepreneurs.   

A third crack in the assumptions underlying the original social contract opened up with the birth of Dolly, the cloned sheep, announced in the leading scientific journal Nature in February 1997.  From one standpoint, this was an unremarkable event, representing just another move in age-old practices of animal breeding by which humans had transformed wild species into domesticated ones, continually adapting them to create new and improved strains.  From other perspectives, however, Dolly’s cloning was a breathtaking step into an uncharted future for science, technology and society.  This was the first time that a genetically identical offspring had been intentionally produced from an adult mammal.  The techniques used to create Dolly were variants of methods already used in technologically assisted human reproduction.  There was no principled reason why those techniques could not be modified to clone human beings.  Dolly thus shrank the gap between what technology was capable of accomplishing and a long-dreaded, imagined future in which—as in Aldous Huxley’s dystopic novel Brave New World—identical human beings might be mass-produced to serve a variety of functional ends.

The specter of human cloning undermined the presumption that technological advance is necessarily a good in itself or that the market can be trusted to sort out beneficial applications from those of less utility.  Here suddenly was a technological capability with applications that seemed to many to be deeply problematic, with potential to undermine the very concept of being human (Fukuyama 2002; Sandel 2007).  The technique of reproduction through cloning brought into focus a brewing concern that risk regulation as traditionally conceived was not adequate to the task of managing the development of biotechnology.  Something more was needed to supplement the older hands-off policy for managing technological innovation.  To fill that void, US policy turned to ethics, a managerial approach based on establishing systematic normative principles for research and development at the frontiers of innovation.  The most notable by-product of this strategic choice was the rapid development of a professional field of bioethics, targeted specifically to norm-creation around advances in biotechnology and biomedicine.  But the ethical turn reached across the entire spectrum of cutting-edge technologies that occupied US policymakers at the turn of the century, with consequent support for such specialized subfields of ethical analysis as computer ethics, neuroethics and nanoethics.

Implications for Biolaw
Several salient features of US biolaw since the 1980s become easier to understand when considered against the longer historical backdrop of US science and technology policy outlined above.  Prior policy directions helped to condition choices specific to the regulation of biosciences and biotechnologies.  Three areas of legal and policy development are especially instructive:  risk regulation; life patents; and bioethics.

Regulatory Frames:  Included and Excluded Risks
During the 1970s, biotechnology remained largely contained within research laboratories and hence within the publicly unregulated zone of basic science.  The Stanford scientists Herbert Boyer and Stanley Cohen discovered the powerful technique of recombinant DNA (rDNA) research or, popularly, genetic engineering:  using restriction enzymes to cut functionally specific sequences of DNA from a source organism and transpose them into the DNA of a recipient organism that then was capable of expressing the transposed foreign trait.  Molecular biologists, funded in many cases by the National Institutes of Health, were excited about the brave new world opening before them.  Potential applications seemed limitless and the 1980 Cohen-Boyer patent for gene splicing eventually earned their university upwards of $200 million.  But the field’s pioneers were also concerned that potentially dangerous traits—such as carcinogenicity—might be transferred to organisms capable of colonizing the human body, thereby spreading disease to individuals and populations.  The potential escape of hazardous organisms to the wider environment aroused additional fears.  American biologists, not questioning their autonomy but determined to avoid the stigma left on physics by the atomic bomb, decided on a course of self-governance.

The 1975 Asilomar conference on rDNA research, organized by Stanford’s Paul Berg who subsequently won the Nobel prize for his work on nucleic acids, entered the annals of the history of biotechnology as a highly successful exercise in scientific self-regulation.  At Asilomar, leading-edge researchers in the field decided on a moratorium on work with rDNA while formalizing principles for safety and security in handling such material.  Guidelines issued by NIH in response to these discussions established the principles of containment—both biological and physical—that governed rDNA research in subsequent decades.  From the standpoint of legal theory, however, the principles of governance that emerged from the Asilomar conference are as significant as the substantive rules.  Consistent with the social contract of that period, the meeting reaffirmed the seminal importance of scientific autonomy, framed risks of concern in keeping with the traditional US preoccupation with health and safety impacts, and silently bypassed any discussion of the value of rDNA research or its relationship to particular technological trajectories.

By the early 1980s, as the biotechnology industry geared up for the market, it became clear that the Asilomar framework by itself could not accommodate all of society’s legitimate concerns.  The NIH guidelines had been targeted toward the safe conduct of research but commercial applications now loomed, raising new questions.  The core principle of containment could hardly be applied to products purposefully designed for release into the environment, such as genetically modified crops, plants, pesticides and animals, or into the bodies of patients.  A research funding agency such as the NIH was not equipped to take up these challenges.  It was clear that institutions with formal regulatory authority would have to get into the act and the Reagan administration set to work on a policy framework to govern the regulation of commercial biotechnology.

The Coordinated Framework for Regulation of Biotechnology issued in 1986 reflected the White House’s anti-regulatory leanings of that period, as well as the longstanding assumption that market forces should play the primary role in technology development.  Diverging from concurrent initiatives in the European Union and its member states, the US administration, with support from high-level scientific opinion, concluded that biotechnology as an industrial process posed no new regulatory concerns.  Accordingly, there was no need for legislation specifically targeting genetic engineering; it was simply another mode of production, promising if anything greater efficiency and environmental benefits than the dirty industrial processes of the past.  The only question of interest was whether the products resulting from rDNA and related techniques called for new forms of oversight or control.  For this purpose, the Coordinated Framework reviewed and sought to fill perceived regulatory gaps across all federal agencies with jurisdiction over biotechnological products, including most importantly the US Department of Agriculture, the Food and Drug Administration, and the EPA.  This product-centered approach, implemented through administrative rulemaking rather than legislation, proved to be a signature characteristic of US biolaw. 

The focus on products as the only legitimate objects of regulatory concern entailed a number of important side effects.  First, inaction by Congress ensured that there was at best muted public debate on the courses of biotechnological development.  A few prominent activists and non-governmental organizations tried to raise red flags around moral and ethical questions, such as playing God or heedlessly disrupting the natural order, but their efforts were largely unsuccessful.  Second, broad social impacts such as implications for food production and consumption remained outside the policy frame.  Instead, discussion turned toward technical questions of risk management, for example, the definition of “substantial equivalence” in food safety regulation:  novel biotech foods and ingredients were exempted from regulation if they were found to be substantially equivalent to products already on the market.  So naturalized did biotechnology become in US policy discourse that the USDA even considered extending the “organic” label to genetically modified foods; only a massive outcry from traditional organic growers and their consuming publics prompted the agency to reverse course.  Third, the potentially discriminatory socio-economic impacts of the biotechnology revolution received relatively little attention at this time, though, through economies of scale, the adoption of genetically modified crops promised to benefit industrialized agriculture far more than small or family farms. 

The Commodification of Life
If market thinking permeated the US regulatory approach toward biotechnology in the 1980s, then it is hardly surprising that intellectual property law also developed in directions favorable to the market.  Once again, 1980 marked a break with the past.  In that year, the US Supreme Court rendered its landmark decision in Diamond v. Chakrabarty, 447 U.S. 303 (1980), holding that living things can be patented under the subject matter provision of existing law.  The distinction between living and non-living things, the Court held, was not relevant to patentability.  The key consideration was whether the claimed invention existed in nature or was a product of human ingenuity.  At issue in Chakrabarty was a bacterium with oil-degrading properties created through cell fusion, and hence on the artificial side of the nature-artifice boundary.  Such a thing had never existed in nature; it was therefore patentable.  This expansive reading of the subject matter criterion opened the door to patenting all products of biotechnology and, along with the Bayh-Dole Act of the same year, transformed the landscape for lucrative industrial development.

Chakrabarty’s implications for biolaw went beyond the issue of a single bacterium’s patentability.  By reading the Patent Act as already covering living organisms, the Supreme Court effectively absolved Congress of any need to deliberate on the limits of life patenting.  Chakrabarty thus circumvented broad public debate on the commodification of life just as effectively as the Coordinated Framework had done with respect to the definition of regulatory risks.  Within a decade, the US Patent and Trademark Office had granted hosts of patents on isolated human genes, gene fragments, DNA-sequence based diagnostic tests, and, perhaps most controversially, higher animals.  This trajectory was consistent with the long-held position in American legal thought that intellectual property law does not deal with public values but only with the application of technical criteria, such as an invention’s utility, novelty, and non-obviousness.  Ethical concerns are considered irrelevant to patent applications and the patent examiner’s task.  If value is to attach to patented products, this is a job for the market to sort out.  This technicization of patenting stands in marked contrast to the European Patent Convention, which builds ethical consideration into patent decisions through the Article 53(a) provision that patents should not be awarded for inventions contrary to ordre public or public morality. 

Deference to the market and its imputed natural laws also helps explain a cluster of cases in which US courts had to decide between competing claims of ownership.  In each case, the party that intentionally propagated the genetic material was held to have the advantage, though this was not the rationale explicitly advanced by the courts.  The best known and most widely discussed example is Moore v. Regents of the University of California, 51 Cal. 3d 134 (1990), in which the California Supreme Court held that a patient, John Moore, could not claim ownership of tissues and cells excised from his body in the course of medical treatment.  Instead, patent rights were granted to the university researchers who had contracted with a biotech company to develop potentially high-value commercial products from Moore’s cancer cells (Boyle 1996).  In other cases, courts ruled in favor of a university over a scientist-employee (Washington University v. Catalona, 490 F.3d 667, 670 (8th Cir. 2007)); in favor of Monsanto over a farmer who claimed that the company’s seed patent did not extend to second-generation seeds (Monsanto Co. v. McFarling, 302 F.3d 1291 (Fed. Cir. 2002)); and (in the domain of family law) in favor of the genetic mother over the gestational surrogate who had merely carried the baby to term (Johnson v. Calvert, 5 Cal.4th 84 (1993)). 

Thirty years after Chakrabarty, the decision’s legal status remains secure but its permissive extension to cover all technologically manipulated components of life has come under heightened scrutiny.  The seemingly uninhibited growth of intellectual property claims on animals and human biologicals, in particular, has aroused considerable unease, as well as patents that seem to reach ever deeper into the categories of natural processes and objects.  A surprise decision in a federal district court in March 2010 signaled a significant retreat.  In Association for Molecular Pathology v. US Patent and Trademark Office, the court invalidated the patents held by Myriad Genetics, Inc. on the BRCA1 and BRCA2 genes associated with high rates of breast and ovarian cancer.  Beyond throwing the validity of gene patents into doubt, the case suggests that, in the future, it may no longer be possible for Congress to avoid articulating explicit limits on the patenting of life.

Regulation through Ethics
Beginning with the decision to map and sequence the human genome, and gathering steam following the birth of Dolly, US policy recognized that ethical issues around biotechnology could not be left visibly unattended.  Yet, while bioethics has grown in authority both as a field of professional expertise and as an institutional presence, the relationship between ethical analysis and public policy remains murky, reflecting the same unresolved tensions between laissez-faire and managerial philosophies that marked the postwar social contract.  In addition, the debilitating and uniquely American political cleavage triggered by the Supreme Court’s hugely controversial 1973 abortion decision, Roe v. Wade, 410 U.S. 113, colors all attempts to develop ethical frameworks governing research related to reproduction, biomedicine and potential enhancements of human life.

Moves to build ethical deliberation into federal policy for the life sciences and technologies have followed two major institutional trajectories, each consistent with recognizably American philosophies of governance.  One strand builds on the tradition of scientific freedom and responsibility, reasserting science’s autonomy and seeking to forestall burdensome state regulation.  It comprises attempts by the research community to develop voluntary limits on what may be done at controversial frontiers, from human subjects research to research on ethically ambiguous biological entities such as human embryonic stem cells, human-animal chimeras, and the products of synthetic biology.  The most important example of this approach is the Ethical, Legal, and Social Implications (ELSI) Program of the Human Genome Project (HGP), which provided a template for similar initiatives in other countries.  Programmatically integrated into the HGP and supported by a percentage of HGP funds, the ELSI Program became the largest nationwide source of public support for research on bioethics and biolaw.  

A second strand reflects federal policymakers’ independent need to demonstrate that publicly funded science and technology are subject to adequate ethical oversight.  This has led to the establishment of numerous national commissions, often triggered by emerging areas of controversy in biomedicine, such as technologically assisted prolongation of life, embryo research, and human reproductive cloning.  Unlike ELSI research, national ethics bodies conduct their deliberations in the spotlight of public attention and are accountable to political power rather than to scientific peers.  Not surprisingly, then, these kinds of bodies frequently attract charges of ineffectuality and political bias.  The President’s Council on Bioethics appointed by George W. Bush, for example, became identified with his administration’s conservative stance on spending public funds for human embryonic stem cell research.  In turn, President Barack Obama rolled back those restrictions in March 2009, soon after coming into office, and declared that his ethics commission would focus on practical, policy-related analysis. 

   At first glance, the scientific and the political arms of bioethical analysis appear to compensate for important shortcomings in the US government’s historically hands-off attitude toward innovation.  Unlike risk regulation, ethical review occurs far upstream in the research process, at a point where, arguably, value questions can be identified and addressed without encountering suffocating pressure from economic interests.  Ethics bodies can problematize the facile assumption that scientific and technological advances are necessarily beneficial and can put non-economic and personal values, such as privacy, on the table for explicit consideration.  Public ethics committees, moreover, can serve democratic interests by developing discourses of normative analysis and clarifying areas of conflict and consensus in diverse societies such as the United States.

      At the same time, experiences under the ELSI Program as well as in various presidential ethics committees underscore the limitations of ethics as a means of governing the frontiers of biotechnology.  As an informal practice, ethics review often takes place in a procedural vacuum, with no clear rules of public representation, little transparency, and above all little power to constrain policy.  Under US administrative law, regulatory agencies must officially respond to inputs from expert advisory committees and show that they took the advisers’ assessments of evidence seriously into account.  Judicial review ensures respect for the evidentiary record, and agency rules may be struck down for failure to pay adequate attention to expert advice.  By contrast, ethics bodies attached to the research enterprise have few opportunities to influence the way scientists or policymakers reason about values.  At best, they may delay or deny particular projects, and even that capacity tends to be sparingly invoked for fear of undermining the relatively weak legitimacy of ethical review.

More subtly, channeling deliberation on values into the stream bed of ethical analysis narrows the range of questions that are taken up for review.  The increasing professionalization of bioethics as a field of philosophical expertise is partly responsible for that narrowing.  Such expertise is itself rooted in historical and cultural traditions that foreground certain analytic frames and approaches over others.  Thus, in individualist and rights-centered America, neither collective nor intersubjective values have received as much attention from ethics committees as possible infringements on the space of individual decisionmaking.  A large proportion of ELSI research, for example, focused on responsible uses of personal information so as to protect genetic privacy and prevent genetic discrimination by employers or insurance companies.  Critical studies of the impacts of biotechnology on the meaning of community, kinship, health and illness, or human dignity are less common and have achieved correspondingly little impact.

Arguably, as well, the decision to fund ELSI integrally through the Human Genome Project compromised the fundamental critical function of ethical oversight.  ELSI research became, in effect, yet another domain of federally funded basic science whose utility could be assessed and insisted upon by both organized science and the state.  Reviews of the ELSI Program at the turn of the century foregrounded the criterion of policy-relevance, judging the value of entire bodies of research by their impact on federal and state public policy.  These moves implicitly recast ethical analysis in instrumental terms, as a means of providing cover to potentially controversial research and reassuring the public that science was proceeding along responsible lines.  ELSI thereby became another modular step in the translation of discovery into invention, a tool for ensuring that commercially viable products would not be rejected in the marketplace for violating powerful social norms.

Conclusion
Crafted within the dynamics of wider state-society relationships, against a background of concern about runaway research, US biolaw has taken color from national commitments to particular modes of governance and public reasoning.  Postwar euphoria about the government’s capacity to fund pure scientific inquiry and to stay out of industrial policy proved evanescent.  The nation’s science policy turned without fanfare into technology policy, designed in part to permit the easy entry of products and services from cutting-edge technologies into the marketplace.  One by one, three of the four major players on the policy arena—science, society, and the state itself—ceded ground to the fourth:  the voracious and ever-expanding market.

The retrospective undertaken in this chapter highlights the dramatic and mutually reinforcing character of these shifts, even though choices at this level of abstraction were neither consciously made nor publicly deliberated.  We see instead a series of gradual convergences across the trajectories of regulation, commodification and ethicization that shored up a particular complex of legal and institutional settlements.  Regulation rejected a potentially messy process-based approach in favor of a cleaner focus on products, facilitating their rapid entry into the market.  Commodification, through patent law, offered preferential treatment to those with greatest means to cause genetic information and products to circulate.  Ethicization through bodies created by the scientific community and the state removed value debates from the potentially disorderly public sphere; administratively routinized and professionally disciplined, ethical analysis served the instrumental purpose of certifying new products as normatively risk-free.  The overarching presumption that what is good for science and technology is good for society remained largely unchallenged.

Could the story have unfolded in other ways, with different subplots, strategic interventions and policy endpoints?  It is worth recalling that, in the United States as in all democratic societies, biolaw emerged from moments of explicit public choice, each contested, each offering divergent perspectives on common problems, and each requiring persuasive reasons to be provided for ultimate decisions.  A nuanced and context-sensitive approach to revisiting these choices will not change history, but it may offer resources to reflect more deeply on the might-have-beens and to chart new imaginations for the future.
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� The Bush report’s title, Science—The Endless Frontier, captures the sense of unending possibility in a nation still captured by the myth of the frontier.   


� These developments are consistent with a more general trend across the Western world toward what has been described as “Mode 2” science that is oriented toward applications, transdisciplinary, institutionally distributed, and socially relevant (Gibbons et al. 1994).
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